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Abstract 

Understanding meaning beyond surface form remains a central challenge for large 
language models (LLMs). In this talk, I present a trajectory of recent and ongoing 
research on how LLMs engage with nonliteral and context-dependent meaning, 
focusing on idiomatic expressions as a test case. This work represents a step toward the 
broader goal of Idea Discovery: enabling systems to extract and cluster ideas or 
concepts from large text corpora in an unsupervised manner. 

These approaches should then be applied in my research for the Intellexus Project, 
where our goal is to design and integrate NLP-based solutions for the analysis of 
Buddhist corpora, with a focus on Sanskrit and Tibetan. 

I show that LLMs can identify idioms in context, even across languages and with 
minimal task-specific supervision. However, this apparent success is fragile. Models 
struggle to reliably link idiomatic expressions to semantically equivalent literal 
paraphrases. Together, these findings highlight both the promise and the limitations of 
LLMs as models of conceptual meaning, and they expose a persistent gap between 
current systems and human-level interpretation. 
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